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ABSTRACT

This paper proposes a method to detect and localize dyadic
human interactions in real videos. The idea stems from the
significant difference between an action performed by a sin-
gle subject and an interaction between two persons. In the
first case all the visual information is concentrated on the sub-
ject, while in the latter case the action of a person is related to
the interacting person’s attitude, following an action/reaction
principle. This kind of behavior is significant especially in
natural and real scenarios, in which people are moving freely
without the awareness of being recorded. To highlight these
features and provide researchers with a common ground for
comparisons, we have collected and annotated a new dataset,
retrieving from YouTube 30 different videos of a specific type
of interaction, namely urban fight situations. The proposed
dataset is one of the most challenging annotated video col-
lection concerning dyadic interactions, due to the intrinsic
intra-class variability characterizing real fights. In addition,
we provide an extensive experimental analysis on this dataset
and we demonstrate that the visual information extracted in
the area associated to the interpersonal space plays a funda-
mental role in detecting fights.

Index Terms— Fight Detection, Real-Life Scenario,
Dataset, Scene Analysis.

1. INTRODUCTION

In today’s digital age, the enhancement of the hardware tech-
nology has set new horizons on the computer vision universe,
fostering researchers to ask new questions, tackling problems
and finding new solutions. The research in video analysis,
in the last years, has proposed significant improvements in
action/activity recognition [1, 2, 3, 4]. The huge interest in
this field as well as the performance improvement in detect-
ing and analyzing visual features extracted from videos, have
pushed researchers to consider also situations involving more
than one person [5, 6, 7, 8].

Social interactions have been investigated mostly in con-
trolled scenarios [9, 4, 10] ignoring the fact that in real-life
persons may be hardly detectable, illumination may vary
rapidly altering the camera perception, people may perform
the same action in many different ways, etc. These reasons
led us to consider that the real life scenario is a further and
inevitable step to be done in order to bring social interaction
analysis a bit closer to an applicative level.

Fig. 1. Snapshots taken from the proposed dataset. We in-
tend to emphasize the intra-class difference in fight interac-
tions even if all samples are captured in the similar urban sce-
narios.

Another important element proposed in this work is the
concept of unstructured interaction. In the majority of the
datasets proposed so far [9, 11, 3], social physical interac-
tions have been considered short and well defined. Let us
take hand-shaking as an example: two people approach each
other, move their arms forward, shake their hands, and move
back to the original position. These sub-activities have unique
meaning, no matter what the situation is or who the subjects
involved are. The same could be for hugging, kissing, or other
similar interactions. In this work we are interested in such
kind of mutual actions that do not exhibit a predefined struc-
ture.

In order to emphasize this aspect we propose a new
dataset of videos retrieved from YouTube (some snapshots
are depicted in Fig. 1) with different kinds of physical un-
structured social interactions. A particular type of interaction
that matches the proposed characteristics is urban fighting.
In fact in some public datasets [12, 9, 17, 13] there are sev-
eral instances of fighting but they are usually staged and it is
always clear that occasional actors are not performing natu-
rally. Another aspect is the length of the events in the existing
datasets. Since their purpose mainly regards events classifi-
cation, the length of every execution is below 5 seconds. Our
dataset is composed by urban fights in which the interaction
lasts for more than 10 seconds (in some cases even minutes)
and they often include more fighting instances in a single
video.

In terms of detection of violent situations in videos, an



Table 1. A comparison among most popular datasets for social interaction analisys

Dataset Number of sequences Resolution Scenario
UT-Interaction Dataset [9] 20 720x480 Staged
Caviar Test Case Scenario [12] 28 384x288 Staged
BEHAVE Interactions Test Case Scenario [13] 8 640x480 Staged
Collective Activity Dataset [14] 74 Variable Natural/staged
UCLA Courtyard Dataset [15] 6 2560X1920 Natural
Hockey Fights Dataset [16] 1000 360x288 Single Scenario
TVHI dataset [11] 300 Variable Movies
Hollywood?2 [3] 2517 (771 are interactions) Variable Movies
RE-DID (Our Dataset) 30 1280X720 Natural

early work [18] proposes the analysis combining different
visual (blood, flames, etc.) and audio features (explosions,
screams, etc.). Chang et al. [19] propose a multi-camera
framework to detect and predict aggressive behaviors between
groups of individuals such as gangs in prison yards; in their
model each individual is tracked along the monitored area.
They propose a hierarchical clustering to define groups of in-
dividuals in order to detect predefined behaviors such as loi-
tering, flanking, and aggressive group behaviors. Nievas et al.
[16] propose a classification problem to detect hockey fights
in short video clips collecting visual features over the whole
frame. Hassner et al. [20] propose a real-time detection model
of violent crowd behaviors using flow information.

In our approach we focus our attention on dyadic aggres-
sive interactions, so we are not evaluating group aggressions
as in [19]; on the other hand, unlike [16], we focus our atten-
tion on a restricted interpersonal space collocated between the
two opponents in order to prune the visual features not related
to the ongoing event. Our final goal is also to detect the fight
situations on-line as soon as they happen in the video.

As a further contribution, a novel method to detect and lo-
calize pairwise unstructured physical social interaction is pro-
posed. The method relies on the definition of an interpersonal
area between the interacting subjects, in which the motion
cues are intense and therefore are more discriminative. As a
further motivation, the interpersonal space includes inherently
the proxemic information among the interacting subjects, pro-
viding an important contribution that can not be provided by
the visual features alone.

The paper is organized as follows. In Section 2 we present
in detail our new dataset, while in Section 3 we propose our
evaluation methodology. In Section 4 we present the detec-
tion results, while conclusions are drawn in Section 5.

2. REAL-LIFE EVENTS - DYADIC INTERACTIONS
DATASET (RE-DID)

A crucial contribution given by this paper consists on the col-
lection of a new dataset for dyadic interactions called Real-
life Events Dyadic Interaction Dataset (ReDID). The main
motivation that pushed us to propose a new dataset is given
by the lack of annotated videos recorded in real-life scenarios,

picturing unstructured challenging interactions performed by
a pair of subjects.

To support our claim, Tab. 1 shows some characteristics
of the most popular datasets published so far. To be more
specific, the data proposed by [9, 12, 13] are more focused on
dyadic/small group interactions but the number of situations
is smaller than ours and, more important, videos are staged
so there is no spontaneity in performing actions. Datasets
[14, 15] are more dedicated to group interaction and single ac-
tion recognition; they also lack unstructured interactions that
are substantial in our work. The dataset proposed by Nieves
et al. [16] is composed by very short clips (50 frames each)
taken from ice hockey games including fight scenes and nor-
mal game situations. The dataset has a retrieval/classification
purpose, the fights are taken from the same scenario, and there
is no huge variability in the way fights take place. Addition-
ally, these fights are far from the violent situations occurring
in a surveillance context, which instead are addressed in our
dataset. Other datasets [11, 3] are more dedicated to classifi-
cation/retrieval, since they are composed of a higher number
of videos. Moreover, videos in these datasets are short and
often taken from movies. In [13, 12, 9] fighting situations are
present but their dynamics is often inconsistent compared to
what happens in real situations, and the number of examples
is not large enough to obtain reliable statistics.

All the videos in the dataset are retrieved from YouTube;
25 of them are recorded using car mounted Dash-Cams, the
remaining ones have been taken by other devices such as mo-
bile phones. The length of the videos varies from 0:20 to 4:02
(mm:ss) and the resolution has been normalized to 1280x720
for the sake of homogeneity. The dataset includes 73 differ-
ent fight instances under different lighting (day, night) and
weather conditions (sunny, rainy), different original video res-
olution (native 1280x720, upsampled videos), different cam-
era views (wide angle, fish-eye, zoomed view), moving and
static scenes.

The dataset has annotations of the position of the subjects’
bounding boxes for each frame and relative ID, the temporal
window where the interaction occurs, and the position of the
interpersonal spaces (see the definition in section 3) precom-
puted for the ground truth. For what concerns the interac-
tion triggering and ending, we have considered a general rule
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Fig. 2. The framework schema for the fight detection evaluation using the interpersonal space.

for the annotation process, starting with the first contact be-

tween the involved subjects until a relevant distancing is takes
1

place.

3. EVALUATION FRAMEWORK

In this section we describe the method used to evaluate our
framework for social interactions analysis. Fig. 2 shows a
global overview of the approach we propose.

In order to capture both shape and motion features, dense
trajectories have been adopted. The extraction of the dense
trajectories is affine with the proposal by Wang et al. [21].
The interesting points are sampled using Shi and Tomasi algo-
rithm [22] and then tracked using the Farnebéck’s implemen-
tation [23] of the optical flow. Most of the videos in Re-DID
are affected by high camera motion, that it is fairly fluid in
the case of Dash-Cam videos, but that often degrades in mo-
bile recorded clips into rapid shaking. To improve the clean-
ness of the trajectories we apply a homographic correction
according to [24]. The mean coordinate of the points in the
trajectory has been considered as the location point for the
feature extracted. The descriptors used in this work are es-
sentially shape features i.e. HOG (Histogram Of Gradients),
zero-order and first-order motion features as HOF (Histogram
of Optical Flow), and MBH (Motion Boundary Histograms)
[25, 26].

We evaluate social interactions according to two different
criteria. The first is the high-level approach, in which trajec-
tories of subjects are the most informative source. The second
criterion is similar to the one used to classify atomic actions
at the pixel-level information, thus analyzing color, gradient,
and optical flow information. In fact, the proximity informa-
tion between subjects and the analysis of the visual features
created by the movement of the individuals, can equally con-
tribute to provide an accurate description of the ongoing in-
teraction. To support this claim it is enough to think about
the situation when two people are interacting within a close-
range distance, in which most of the salient motion occurs in
the space located between them.

IThe dataset is available at http://mmlab.science.unitn.it/
ReDID/
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Fig. 3. The sketch shows two situations of non-fight and fight,

respectively, with the notations used in Section 3 to locate the
interpersonal space position.

Let U, and Uj, be the collection of shape and position pa-
rameters referred to subject a and b respectively as depicted in
Fig. 3. Let’s define what we call interpersonal space through
the following equations:

H = max (H,, Hp) (1)

W =X, — Xy 2

Ky -min(Wo, W) < W < W, +W, 3)
H,

— -1 <K 4

‘Hb < Ky “4)

In Eq. (1) and Eq. (2) we define the height and the width
of the interpersonal bounding box, respectively. In Eq.(3) we
define the dimension constraints (K, and K} are two con-
stant values that depends on interacting subject’s aspect ra-
teo). The first part of the equation prevents the minimum area
to be smaller than the narrowest person’s bounding box in or-
der to manage the situation in which the involved subjects are
occluding each other. The second part is a distance constraint;
whenever it is not satisfied we assume that every close-range
interaction is not possible. Eq.(4) is a perspective constraint
that avoids considering as interacting two subjects that are
too far from each other. On top of these considerations the
interpersonal space is always centered onto the center of the
conjunction line between the two subjects’ bounding boxes.

Feature extraction has been pursued according with
Eq. (5) where ¢.(t) are the extracted features related to



Table 2. Results for Fight localization on UT Dataset and
ReDID.

AUC [%]
UT-Dataset Re-DID
Spatial  Cuboid Spatial Cuboid Spatial
no tracker  no tracker | no tracker no tracker tracker
HOG+HOF
P 75.63  82.36 63.52 67.71 63.55
I 82.31 87.01 71.21 73.26 75.87
P+l 81.77 84.51 71.68 71.22 73.59
MBH
P 76.43  83.77 65.45 64.12 67.43
I 82.82 88.84 72.14 72.46 76.18
P+I 82.23  88.39 74.10 70.31 74.73
HOG+HOF+MBH
P 78.93  84.38 64.94 68.72 65.74
1 8341 92.25 72.70 71.33 71.50
P+I 83.54  88.51 72.09 72.33 73.96

subject a and b at time ¢. x(t) is the whole set of N valid
trajectories present at time ¢.

Gan(t) = {@i(t)}/L) : i € Lup(2) )

We indicate with I,,;(¢) the area of the interpersonal space
at time ¢ generated by U, and U,

Only trajectories that lie in the interpersonal space are
considered. The experiments we propose have two goals: the
first is in the spatial domain, the second consists of collecting
the data from a temporal cuboid similar to [27], but unlike
them we did not collect data from subvolumes in a uniform
grid. In this work the cuboid is defined by the temporal en-
velope of the interpersonal space bounding box along a pre-
defined At. This modification has been necessary since we
intend also to localize the interaction. The features are gath-
ered inside the spatio-temporal envelope and processed using
a bag of features approach. All the combinations among the
subjects are considered but only where the interpersonal space
is defined. If the conditions in Eq. (3)-(4) are satisfied we per-
form the actual classification based on a linear Support Vector
Machine.

4. RESULTS

The results are presented in Tab. 2. The first part refers to
the detection accuracy on the UT-Dataset [9]. In order to fit
the videos to our task we put together some routine social in-
teractions as hugging, pointing and handshaking, considering
them as normal types of behaviors. On the other hand we
gather pushing, kicking and punching as violent interactions.
The second part of Tab. 2 refers to Re-DID, with an additional
experiment using a well known tracker [28] to track automati-
cally pedestrians in the videos. As an important remark, given
the low detection rate of the tracker (less than 20%) due to the
complexity of the scenario, we have reported the results of the
binary classification only on the detected people and not on
the overall cases.
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Fig. 4. Examples of ROC curves for frame-by-frame fight
detection with (b) and without (a) temporal model on Re-DID.

Fig. 5. An example of the discriminative capability of the in-
terpersonal space model. In the figure it is highlighted how
the two interacting subjects on the left are separated from the
subjects on the right, moreover on the far right the two sub-
jects are fighting while the one slightly on their left keeps
distance and indeed is not considered as interacting with the
previous two.

The benefit given by the introduction of the interpersonal
space is evident in Tab. 2 and then confirmed by the ROC
curves in Fig. 4. The experiments refers to the feature extrac-
tion on the subject’s bounding box P, on the interpersonal
space I and on both P + I. In the ROC curves we have also
reported an extra experiment to prove our concept in which
we collect S : A — (P + I), where A is the whole set of
features present in the frame. An example of fight detection
in urban scenario using the proposed strategy is depicted in
Fig. 5.

5. CONCLUSION

Addressing dyadic violent interactions in a real life scenario
turns out to be a harder undertaking comparing to the tradi-
tional action/interaction analysis that is mostly performed on
staged videos. The new dataset proposed in this paper aims
to address this shortcoming of the currently available litera-
ture. According to the results presented in Sec. 4 we can
confirm that proxemic information introduced by the interper-
sonal space is beneficial in terms of detection of the interac-
tion itself and moreover in the discrimination among different
types of behaviors.
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